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Abstract—Correlation tracker has made a huge success in
visual object tracking. However, it is mainly because that the
tracker cannot catch the occurrence of appearance changes,
tracking based on correlation filters often drifts due to the
unexpected appearance changes caused by occlusion, deformation
and background clutter. In this paper, we propose a new
method to detect the case when the tracker encountered the
unexpected appearance changes. This method uses the following
points:1)Filter response curve would decreases dramatically when
target suffers heavy appearance changes. 2)Features extracted
from deeper layers of convolutional neural networks (CNNs)
have more semantics information and features extracted from
shadower layers have more spatial information. Extensive ex-
perimental results on several public benchmark datasets show
that the proposed method can deal with the appearance changes
effectively.

I. INTRODUCTION

Visual tracking is an essential component of numerous
practical applications, such as video surveillance, driverless car
and human-computer interaction [1], and so on. Even though
much progress has been made in recent years, it is still a
difficult problem to design a good tracking algorithm for all
scenarios. The main challenge is that the algorithms cannot
well deal with severe appearance changes.

Recently, due to the huge success of deep neural networks in
the field of image [2] and voice processing, the features based
on CNNs have been used into object tracking field to deal with
appearance changes of target, and have obtained state-of-the-
art results [3], [4], [5], [6]. It is thus of great value to know
how to better use the features extracted from CNNs.

From the existing literature [3], [4] we know that features
extracted from CNNs have the property [3] that the features
in deeper layers have more semantic information and features
in earlier layers have more spatial information. This property
can be used to track in correlation filters tracking framework.

Real time performance is important for algorithms in many
fields [7], [8]. For the high real time performance of the
tracker based on correlation filters [9], [8], it has been used
as base tracker in many tracking algorithms [10], [11], [3],
which have gain state-of-arts results. It is naturally to combine
the CNNs features and correlation tracker together to achieve
better tracking results [3].

However, some issues ensue with above methods. To begin
with, tracker based on correlation have no mechanism to
detect occlusion and other appearance changes. When the
tracker encounters a long time occlusion, tracker may drift to

inappropriate positions. The second issue is that the trackers
with CNNs features does not fully use the property of the
CNNs features, which would not play the full part of the
features.

In this paper, we alleviate these two issues by the proposed
methods: 1) Use the properties of the correlation filter response
curve to detect the occlusion, instead of just finding the highest
response in each frame. 2) Use the property of the features
from CNNs to detect the deformation of the target.

The main contributions of this paper are as follows. First,
we find a new property of the correlation filter response curve
which can be used to detect the occlusion with no extra
computation. This is important to the real performance of
the tracking algorithm. Second, we use the property of the
features from CNNs to detect the deformation of the target
which exploits the property further and provides a new clue
to detect appearance changes. Third, extensive experiments on
benchmark datasets [12] show that the proposed methods are
effective.

II. RELATED WORK

In this section, we briefly review KCF [8] and HCFT [3]
methods, which are the baselines of our methods.

A. KCF method

KCF tracker is the kernel version of CSK tracker [13],
which is a typical correlation tracker. Many tracking algo-
rithms are based on this algorithm [10], [11], [3], [14].
In CSK tracker, the training samples are generated by con-
sidering all the circular shifts of target zone x (this zone
includes the target and bigger than the target)along the M
and N dimensions, where M and N are the width and
height of x, respectively. For each sample xm,n,(m,n) ∈
{0, 1, ...,M − 1} × {0, 1, ..., N − 1}, there has a Gaussian
function label y(m,n),which is computed by:

ym,n = exp(− (m−M/2)2 + (n−N/2)2

2σ2
) (1)

where σ is the kernel width. Then, the tracking task can be
converted into a regression problem. The CSK algorithm learns
a discriminative classifier w by:

min
w

M,N∑
m=1,n=1

‖w ∗ xm,n − ym,n‖2 + λ ‖w‖2 (2)



where λ is a regularization parameter. In [13] this problem is
solved by using Fourier transformation( FFT). Here we use
capital letters to denote the discrete Fourier transform (DFT)
of a vector. In frequency domain the classifier w can be written
as:

W =
Y� X∗

X� X∗ + λ
(3)

where Y indicates discrete Fourier transform (DFT) of label
y = {ym,n|(m,n) ∈ {0, 1, ...,M − 1} × {0, 1, ..., N − 1}}.
X denotes the DFT of target zone x, and X∗ denotes the
complex-conjugate of X. When given an image patch (the
patch includes the target zone and bigger than the target
zone) z in next frame, the correlation response map R can
be obtained by:

R = F−1(W� Z) (4)

where F−1 denotes the inverse FFT transform and Z denotes
the DFT of z. Then, CSK tracker estimates the position of
target by searching the maximum value in response map R.

For response map R, the KCF tracker only finds its maxi-
mum value in each frame, while does not use other properties
that we used in our method to detect the occlusion.

B. HCFT method

The HCFT tracker uses the KCF method as the base
tracker and use the feature extract from the CNNs instead
of the HOG features to describe the target. HCFT is based
on the observation that the features from the last layers of
CNNs encode semantic abstraction of targets and are robust
to appearance variations. On the other hand, the features from
early layers retain more fine-grained spatial details and thus
are useful for precise localization [3]. HCFT tracker combines
the response of each layer by:

max
m,n

fl−1(m,n) + γfl(m,n) (5)

where fl(m,n) denotes the location of the maximum values
of response R on l-th layer and γ is a regularization term. The
main steps of HCFT algorithm can be shown as Fig. 1 [3].

Fig. 1. Main steps of HCFT algorithm. First, crop search window according
to the target position in the previous frame. Second, use several convolutional
layers(here are third, fourth and fifth layers) as the representations of the
target. Then each layer i convolved with the filter w(i) to generate a response
map. Third, use Eq. 5 to calculate the target position in current frame

Based on the observation in [3] we found that the similarity
between different features extract from different layers has

closed relationship with appearance changes of the target.
We use this similarity to detect deformation of target during
tracking process.

III. PROPOSED METHOD

For each candidate i in frame t, W in Eq. 3 can be
written as Wti = [wa, wb, ..., wMw∗Nw

], Z can be written
as Zti = [za, zb, ..., zMz∗Nz

], where [wa, wb, ..., wMw∗Nw
]

and [za, zb, ..., zMz∗Nz
] denote the elements in Wti and Zti,

respectively. Then, for each candidate i according to the
property of the FFT [15], the response of candidate i can be
written as:

Rti =F−1(Wti � Zti)

=F−1(Wti � Zti6=0) + F−1(Wti � Zti=0)

=F−1(Wti � Zti6=0)

(6)

where Zti6=0 means that the elements in Zti belong to the
target. Zti=0 means that the elements in Zti do not belong to
the target. The response map Rt of each frame t can be obtain
by:

Rt = [Rt1, Rt2, Rt3, ..., Rti, ..., RtM∗N ] (7)

where M ∗N is the number of the candidate. Here we assume
that the maximum value in Rt is Rti. When the target suffers
some severe appearance changes, the number of zero elements
in Zti would increase dramatically which would lead to a
dramatic decrease of the value of Rti. Then, the response curve
would have a dramatic decrease in frame t.

In order to better understand this property of response curve,
we show it in Fig. 2. We obtain the response curve in Fig. 2
by calculating the response of ground truth in each frame with
the ground truth in first frame. The horizontal axis is the frame
number and the vertical axis is the maximum value of response
in each frame. The red boxes are the mutation regions. Region
2,4,7 and 10 are the normal conditions. Region 1 and 3 are
the heavy deformation of the target. Region 5 and 6 are in-
plane rotation of the target. Region 8 and 9 are the occlusion
conditions.

From Fig. 2, we observe that when the target suffers
some appearance changes such as occlusion, in-plane rotation,
deformation and other unexpected reasons, the response curve
would have a dramatic decrease. Furthermore, we observe
that when the target recovers from abnormal conditions, the
response curve would have a dramatic increase. Thus, we
could use this property to deal the abnormal conditions such
as occlusion of the target to help the tracker to improve
robustness.

A. Occlusion detection mechanism

When heavy occlusion happen, most of the target zone
would be the background. Here we assume Zti is the target
zone. In such case, the number of Zti=0 in Zti would have a
sudden increase that would lead to the dramatic decrease of the
response curve of Zti . Take Fig. 2 for example, when the man
who wears a glass blocked the girl who is the foreground in



Fig. 2. The response curve of Girl sequence

image sequence Girl, the curve of the response has a dramatic
decrease in Region 8 and 9. When this mutation point occur,
we use the Eq. 8 to determine what the tracker should do:

flag = 1, upda = 1 ε1 < Rest

flag = 1, upda = 0 ε2 < Rest ≤ ε1
flag = 0, upda = 0 Rest < ε2

(8)

where the value of flag denotes whether the tracker keep
tracking, and the value of upda denotes whether the tracker
update its tracking model. Here ”1” means true, ”0” means
false. ε1 is the threshold that judges when occlusion happens
and ε2 is the threshold that judges when the complete occlu-
sion happens. When complete occlusion happen, besides stop
tracking and updating, we also expand the search area of the
algorithm to prevent the target reappearing in another position.

B. Deformation detection mechanism

Deformation of the target is another challenge in tracking
filed. How to deal with the deformation is very important to
a tracker.

Features from CNNs has some special properties shown
in Fig. 3 [3]. The features from the deeper layers have

Fig. 3. The property of CNNs features

more semantics information and they are less sensitive to the
deformation. But the features from the shadower layers are

more sensitive to the deformation. This property can be used
to detect the deformation of the target by:

Det = corr2(features, featured) (9)

where Det is the degree of the deformation. Here we use the
similarity between features and featured to measure the
degree of deformation, where features and featured denote
the features from shadow layers and deep layers, respectively.
Then, we use Eq. 10 to control the update scheme of the
tracking algorithm.{

Updating Det > ε,

Stoping updating others
(10)

where ε is a threshold. When the Det is less than ε, the
target suffers a violent deformation. In such case the algorithm
should stop updating the target model to prevent bringing some
wrong information to the target model.

IV. EXPERIMENTS

The proposed methods are implemented in MATLAB and
run on a PC with a 3.4GHz CPU and 16GB RAM. The
parameters mentioned above are set as follow:ε1 is 0.3 and
ε2 is 0.2. In Eq. 10 ε is 0.9. These three value are empirical
value.

We evaluate the proposed occlusion detection method on
29 image sequences which are annotated with the occlusion
attribute in the benchmark data set [12]1 and on the all data
set containing 50 image sequences. Then evaluate the proposed
deformation detection method on 23 image sequences which
are annotated with the deformation attribute in the benchmark
data set [12] and on the all data set containing 50 image
sequences. For comparison, we also run nine state-of-the-art
algorithms on that data set. These algorithms are HCFT [3],
KCF [8], CT [10], RPT [16], CSK [13], MOSSE [13],
SCM [17], TGPR [18], and STC [19] methods.

1http://www.visual-tracking.net
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(a) precision plots over 31 occlusion sequences of 50
benchmark sequences [12]

0 10 20 30 40 50

Location error threshold (pixels)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

P
re

ci
si

on

Precision plots-deformation

[0.6986]HCFT-D
[0.6589]HCFT
[0.6039]KCF
[0.5647]TGPR
[0.5607]RPT
[0.4142]SCM
[0.3566]STC
[0.3553]CT
[0.3293]CSK
[0.2434]MOSSE

(b) precision plots over 23 deformation sequences of
50 benchmark sequences [12]
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(c) precision plots over 50 benchmark sequences [12]
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(d) precision plots over 50 benchmark sequences [12]

Fig. 4. Distance precision plots

Quantitative Evaluation: We evaluate the above-
mentioned algorithms and our methods using the center
location error, and the results are shown in Fig. 4.

From Fig. 4(a,c), we know that when use our occlusion
detection mechanism (KCF-O), the precision rate of KCF
algorithm improved obviously and the proposed method can
still valid in all 50 sequences . And in Fig. 4(b,d), when
add our deformation detection mechanism to HCFT algorithm
(HCFT-D), the precision rate of this algorithm has been
improve obviously and keep its advantage in all 50 sequences.

Qualitative Evaluation: We add our mechanism to the base
trackers and then compare the tracking results of them on
several challenging sequences with base tracker KCF [8] and
HCFT [3] .The KCF algorithm is based on a correlation filter
and uses HOG features to represent the candidate. Thus it is
a robust tracker in many scenarios but it can not handle the
heavy occlusions very well. As shown in the images sequences
in Fig. 5(a), when the target recovery from the heavy occlusion
it drifts. However, in Fig. 5(a), after adding our occlusion
detection mechanism, the KCF algorithm can tell when the
tracker suffers occlusion (frame 433) and can still find the
right position of target after the occlusion(frame 450) (Girl
sequence). In Liquor sequence of Fig. 5(a), when occlusion
happen, KCF-O can still track the target but KCF failed to

track. HCFT method is a tracker which uses deep learning
features as the target representation, its performance is even
better than the improved method KCF-O as show in Fig. 4(a,c).
However, when suffered heavy deformation it could drift as
shown in Fig. 5(b). But after adding our deformation detection
mechanism as shown in Fig. 5(b), HCFT-D could still track the
target after occlusion and deformation, overcoming the failure
cases mentioned in [3].

V. CONCLUSIONS

In this paper, we propose two mechanisms to detect oc-
clusion and deformation of target. We exploit the property of
correlation filter response curve and the features extracted from
CNNs. Extensive experiments have shown that our methods
can well deal with the occlusion and deformation. Since our
mechanisms are independent, they can be used in any tracking
method lacking this component.
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